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Abstract

Strategies suggested by general observations can be
used to control processing in 3 knowledge-based image
interpretation system. Several sirategies are discussad
and experiments are presented to illustrate their use.
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I INTRODUCT 1 ON

a system that

The goal of the VISIONS projecl is to develop

of outdoor scenes. LHANY/8a., b i

can interpret static color i1mages
The interpretation task consists of labeling the various obj jects in
This task is

an image and describing the relationships among them

difficult, given the complexity and variety inherent in the domain.
The <set of objects and possible relations is large, lighting
available, shadows and

exact camera models are often not
of objects.
A great deal of knowledge

varies,
and seasonal changes

occlusion obscure the shapes

introduce spectral and textural variety.

must be brought to bear in understandinag images of outdoor scenes

the set of objects

A large part of this knowledge concerns
and the possible and

theve 1images

that can and do appear in
probable relations among them. In order to understand the images,
detailed information about the distinguishing characteristics of
each obj ject class must also be available. This paper

preliminary rtesults

simple fematures-—size.

sthape, color, and location—-—can

types of
uwh jects and form the basis of

ad to recognize

m

u

interpretation system

31ze of an object can aid in its recognition.

presents

showing how various strategies utilizing four
be

a simple

However, 1in

The
images absolute sizes are rarely available and furthermore members
of an obgject class often appear in a vavve of sizes. Thus size
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PAGE 2
1
!
‘ most important in relative terms: objects can be recognized using
! the sizes of reference ob jects that have been located in the image

Characteristics of an object’s (2-D) shape provide recognition :

cuves. Curvature, compactnese, height-—-to~width rotio,
rectangularity—— these are a few shape features that may help <to
distinguish ob jects. For example, certain man-made objects
{(windows, doors. shutters) exhibit high rectangularity, little
curvature, and a vertical orientation (greater height than width)

However, representing and recovering complex shape characteristics

is very difficult. LYOR811 [KENBO:

Color or spectral features are especially useful in
identification, particularly for "natural" objects such as grass.
sky, and foliage whose color tends to be more predictable than that
of man-made objects such as cars and houses. Spectral features
include the red, green., and blue components of an image element’s
intensity, color transforms, and uimple texture measures. Sets of
these features can be used to characterize different ob jects. Skuy.
for example, tends to have @ high blue component value but a low
saturation valve. Foliage, aon the onther hand, tends to be quite
saturated. In this case, saturation is used i1n recognizing foliage

because it not only CHARACTERIZES uw aspect of all foliage but also

DISCRIMINATES foliage from other oh jects

Location plays a part in objeci recognition ihe location of <
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certain objects <can often be predicted: sky often appears at the
top of an image; grass, road, oy qround often appear at the
bottom. As was the case with siz1e, these object location features

can be wsed not i»nly to identify powsible object classes but also
to eliminate other object classes From consideration. lLocation can
also be characterized in relative terms, providing 1identification
information via exnected spatial relations among objects. In
general, the information characterized by the four types of
faatures—— size, shape. color, lo(otion——~ is important not only in
absolute but also in relative terms (in the form of rvelations).
Objects are often identified wucing other obgjects as references.
This observation implies that object recognition can be carried out
in at least two ways: simply by listing the expected feature
values of an object class and searching for a match (a local
approach) OR within a context using some kind of strategy that
operates on the feature values (a3 gloubal approach). Matching alone
does not seem to be sufficient for most recognition tasks. Thus it
is clear that the process of object identification should consist
of a variety of strategies operating on the types of feature

information outlined shove

The experiments presented below demonstrate the wutility of

Various itrategies operating on feature information in developing
an 1mage interpretation The strategies are simple; each can be
“fooled” in certain cases Used tugether, however, they provide a

fairly robust foundation ¥for a first pass interpretation system

AT i AN g
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E

! II. EXPERIMENTS

.
;’\ The four 128 v 128 1mages of house scenes wused 1n the
3 i experiments are shown 1n Figure . Three Jf the images are
. different views of the same house. the information gathered during
3 the interpretation of one of theswe three images couvld be used to
Q% guide the interpretation of either or both of the other images.
ba‘ assuming similar or identical lighting <conditions. Such an
;“ approach would be especially useful in motian processing. In the
E experiments presented below, howoever, interpretation strategies

have been applied independently to ecach of the images

The domain of house scenes ye, rairly complex, yet 1t 13
manageable in that the set of commonly occurring object types :s

not too large (less than 20), and there are a variety of structural

and relational constraints that c¢an be exploited in object
Tecognition. For example, with many houses, windows are
constrained to be located between two shutters. This type of

constraint generates predictions about the existence and location
of certain obgjects based upon a partial interpretation and can bhe
incorporated into strategies for both hypothesis formation and

hypothesis verification

Certain assumptions have been made in the experiments. The
system assumes a camera position that ie approximately level so

that the horizon is expected to be near the center of the 1maqge;
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this assumption allows the system to predict the extents of sky and
ground regions. The second assumption is that the spectral
attributes of objects are fairly typical; for example, grass is
green rather than brown. This assumption allows reasonable
hypotheses of object identities to be developed using expected
spectral attributes of objects. Fiually, the system assumes that a
good segmentation has been provided for establishing a

correspondence between regions and ubject surfaces

IT.1 IMAGE-INDEPENDENT SPECTRAI ATTRIBUTE MATCHING

Spectral attributes can be used to characterize certain
"natural" objects——bush, grass. v ky, tree-—uwhose features are
fairly predictable. There are also certain classes of man-made
objects whose <color and texture are predictable, such as recads.,
si1dewalks, fire hydrants, and stop signs. The simplest wuse of
color and texture attributes consists of matching the expected
feature values of an object class with those of image regions to
form hypotheses of object ident)ty. The technique of object to
region matching of attributes that is presented below has been used

previnusly and is described only briefly here (See TWILB1] )

Given a set of features and sct of trairing images of outdoor
scenes, the mean, standard deviagtion, maximum value, and minimum

vaiuve of each feature were computed using hand—-selected regions

krnown to represent the "matural"” objects mentioned above. These

o e e s TP £ et ST g T e PR e
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PAGE 6

statistics were uvsed to form prototype templates of the ranges of
feature values for each object class. The matching process
coensists of forming a confidence by comparing the feature values of

a repglon to the feature wvalues of each of the templates. The

confidence value obtained symbolizew a hypothesis that a certain

regilon Tepresents a certain object or object part. HMaximum

confidence is assigned to a region whose mean feature value 1s
within one standard deviation of the expected mean for an object.

The confidence decreases linearly ta zero at the minimum and

maximuym values.

The results of spectral attribute matching in the four images

are summarized in Table L. Tvee, grass. and sky regions are

identified fairly accurately. Bush regions were most often

misclassified as tree, accounting {or six of the eight bush regions

incorrectly labeled and generating «ix false alarms for tree. It

i3 mnot unreasonable for a system to make errors between different

classes of foliage when the rlassification is based purely on locsl

features. rouping tree and bush under a category of "foliage"

produces better results, with 243 of 26 target regions being

correctly identified. The portions of the image +that are correctly

labeled are shown in white in Figuyre 2

Because this matching strategy only deals with a restricted

subset of the objects commonly cccurring in outdoor scenes, Tegions

the subset are always labeled

representing objects not In

L A o e e e PR TN BT P, — a—
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Table I

Attribute Matching Results (large regions from 4 images)

i Actual Correctly Identified False Alarms
[]

»

. Bush 12 4 1

{

‘ﬁ b

y Grass 6 5 3 '

: :

». U

ot

)

,‘ Sky 5 5 0

' Tree 14 12 7

)

b P

. g

: !
4

i Foliage 26 23 - !

. 12

b §,

|| !

- ]

P TOTAL 37 33

Py (using foliage) ;
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in:arvrectly. In many cases the confidence aLorgned to thig

erTEnNeGLy tabeling 1% sufticrientiy low (compared to expected

values) that the labeling can he Tejected; in other cases the
confidence 1s relatively high and o tabeling error resultco For
example. in the images of Figqu e |, the whyte house walls

"acquired” many of the spectral charvacteristics of sky and hence
are often 1nterpreted as sky. In cases surh as this 1t 1s
ynreasanable to expect the system to distinguish between high match
voiv2  pon—target regions whose (nlor and Ytexture attributes are
stmitlar to those of the target ob:;ctt prototypes and actual target
T2g:1ons Wnile 1t 1s possible that better results could be
achie.»2d by formulating the target vs. non—-target problem as a
classical statistical hypothesis teuoting problem, 1t ie conjectured
that many of the erroneous labels  may be eliminated by the
apglicarioan of labeling constraint: derived from the relationships
bavtyeen objrzts and the structural properties of objects appearing
1in the scene. Cxperiments described later arc a first attempt to

show how thie may be accompliched

Spectral attribut. matcning 1¢ computationaliy 1nexpensive
the Qb ject training data has heen analyred previously 1f one
1ereres Yhe arrors involving conduaron of  foliage catevories and
the orobleecs ot high match  valuee non-taraget regirone. then the
2prvaach has yielded excellent resu’ 'y It wmight bte made still

more powerful i1n several ways Coliecting object attributes across

4 larjer zet of images might strengihen the predictive abilities of

s e e
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the prototype templates. On the other hand, further data
coilection might pollute the statislics already computed. In ¢this
case it might be necessary to add new object sub-classes such as
“tree-in—winter" and "tree-in-spraing"” Adding new features and
read justing the importance of each feature vsed i1n matching might

’

improve the prototype templates characterizations of object

classes and thus yield a better labeling performance

Spectral attribute matching, ar 1t 1s currently implemented.

carn often provide an accurate 1ni1ti1al set of hypotheses upon which

to tase the rest of the interpretaiion

I 2 IMAGE-DEPENDENMT ATTRIBUTI. MATCHING VIA OBJECT EXEMPLARS

The process of matching spectral attributes described in the
previuus section involves a compar.<on of feature values of regions
tc image—~independent feature values of object prototypes. Another
appreach that might prave more rohust and centext-sensitive i1is the
use of a partial interpretation of {the image. Assuming a region 1in
an 1mage has beer identitied 2. a particular cohject using some
interpretation strategqy, the feature wvalues of that region can
serve a3 an image-specific objact template. These feature valvues
can be used 1n finding similar regians that most likely represent
instances of the same object clase, wvsing the same matching process

described 1n Section II1. 1t
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Consider the example in Figure 4. Suppose shutter rTegions
have been identified using shape characteristics Knowledge about

the structure of houses suggests that reqions of <ignificant sire
that surround the shutter regions will represent house wall or
windows Figure 3a shows the identified shutter reagions and } .gyure
3b the neighboring vegions hypothecized to represent house wall or
window Here region neighbors are strictly adjacent; thas
requirement could be relaxed so that nearby regions that are not
strictly adjacent would be included. A house wall template rTegion
was selected from among these regions by searching for the first
region that was larger than a minimum size and had greater than a
minimum value on a color transform feature. The "Q" value of the
YIQ television color transform was uvsed becavse house regilons had
consistent values on this feature acrouss several images. Qther
features such as 1ntensity and simple texture measures were not as

vseful Iin this respect

The house wall remplate region was used 1n a matching process
1in attempting to 1dentify other houae Tegions. Utili1zing the level
camera assumption, the knowledge that house wall regions will
appear 1n a horizontal band of the 1mage can be used to constrain
the processing. Matching was restricted to those regions that
overlapped a horizontal band defined by the upper and lower extents
of the template region. This simple spatial constraint limits the

matching and reduces the numbery of false alarms that would

otherwise occur.

i
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Tha strategy labels some rTegionyv incorrectly In tigure Jc

the light-colored regiaon is the sclected template and the slightly

darkar reqgions are those that matchod Note the errorsz in the sky
region and tree highlight regione the bouses 1n the images are
white: thay tend to exhibit characteristics of the incident
illumination Highlights are smooth surface reflections and hence
also exhibit characteristics of incident illumination. The
strateqgy also fails to ideniify all house wall reqgione,
garticularly those regions that repiesent shadowed house wall. in

this case, internal contrast tends to be lower, aftfecting the
terture measures used, and the spectral components are distributed
over lower vranges, resulting in a poor match between these feature
values and those of the selected exemplar. Both of these kinds of
errors ave veasonable given the overall goals of the approach: the
formation of label hypotheses based on a loose notion of feature
similarity

A5

15 khe case with many of these s1mplified strateqies, there
are many plausihle ways for achieving 1mprevement 1n performance
The prucess might be made mare goweyful by 1mcorparating stricter
spatial concstraints based on world knowledge For example,
match:ng might be restricted to fthose regions strictly adjacent teo
LA tampiate reqgioen or to those recvions whose centroids lre withain

the borpronkal band defined ny the template rTeqion‘s upper and

lower estents Also, the teatires ised 1n matghing can be tailored

14

o the whia-t type being identitred b inding thete characteristic
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features involves studying the cunsistencies of appearanre of an
oL jRCY QaLToss Mmany i1mages. thnly the features which tend to be
invaritant for a8n object class would be used in matching, thereby

reducing the cost and hopefuliy producing better results

While 1mage—-speci¥ic vegion templating avoids <c<ome of the
problems faced 1N using Aan image-independent attribute matcher
(z 7. lighting variations), the <(hoilice of a template remains

Tucral and 1s dependent upon the power and variety of the ather

al

interpretation strategies For example, the house wall templating
strateqy described above dependc directly on a strategy ¢for
locating shutters, Within the aeneral structure of VISIONS,
strategies are applied and intcevpreted in an  environment of
cuuperation and competition among the various hypotheses developed
(HaN78b1 [PARBO2 LWIL773), labeting conflicts arizing from the
partial evidence available to each «tvategqy are resolved in the
contert of more global information Thus, although the region
cemplating strategy 1s dependent opon correct 1dentification of
some  afF  the itmage. 1t s£1ll servves as a powerful mechanism for

gxtending a partial .rterpretation

The techniques desuribed 50 {0941 have relied on color teatures
Aainne in attempting Lo iabel the reglons 1N an image. A strategy

thart iniorporates the erspected lncations of two objects~sky and

4

e nee
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ground--can be wvused to eliminate or “filter out" erroneous
hypotheses or to reduce conflicts between labele generated bu

separate processes.

In order to implement this strateqy a sky template region ind
a4 grass template region wmust be selected The sky template 1¢
chosen based on size, color, and location near the ftop of the
image. The grass template 1¢ choven based on color and location
near the bottom of the 1mage The <patial extents of these reqgions
are wused to mark the probable lower 1imit of cky and the upper
limit of graound. Figure 4 shows the sky line and ground 1ine

selected.

These two lines provide a rouvgh approximation to the locat:ion
of the horizon 1in the image. Thise information is used to filter
the results of spectral attribute matching For example, a region
hypothesized to represent gqrass that appears above the sky line
would have to be relabeled This relabeling 1s accomplished bu
setting the confidence value for gr.es to the lowest possible value
of -99. 97. By doing this the nmext highest confidence value becomes

the highest, and the tegion has a new object label

The filtering process 15 helptul but, like reqion templiating,
15 dependent upon careful selection of the sky and grass template

regions The selection of a low sky tine or a4 high Qqround line

does not provide much informatron bhut neither does 1t cause

e STU R PR et v
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gccorately labeled regions to be vilabeled mmeorrectiy Un  the

other  hand, a high sky line v o low ground laine imposes strict

DIV A1

prob

M-
hoirs

oL j&

trarnte an the reginn tabots and can  cayae thae frltering

s o eliminate corpact label s

i

Ber~er strateqres tor template .election might eliminate this

tam gy ing a2 mudel ot the (amera woutd provide the actual

sticn of the horirzon and furnish move acturate 1nformation about

attual extents of sky and ground l-inally. the groundplane can

timez be approximately located by searching for the bottom

7% of vertically oriented surfacce

Tl o4 RECTANGLE FINDING

Rectangularity 1s A shape teature  that characterizes many
mad.  obgjects. Doors. window:. and shutters that appear in a
2 1mage are Wswally rectanqular or nearly so. tven rectanqular

s that have been foreshnrtened by the camera anqgle can be

p2entified by Jooabaing vegions 4l hiagh rectanagularity 1n the image

fhete  regions oan Po iovtyfied by applying o function that chechks
w31rh Tegqron’s deviation trem rvertanonlarity and saves those regions
tnar Lur oave a threshald e deviation 15 a perientage calculated
15 rao b s

tafe 0 onctosang tTectangle actus!l area)
e Ay 16 On S e s b ke it I it B LR

airaa of enclesing rectang e
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Figure 7. Regions with height-to-width
ratios » 5.

i
1
I'tqure 5. Regions with deviation from Figure 6. Identified shutter regions.
Y rectangularity of < 25%.
»
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Figure % shows thuse 1mage reqgions ihat survived & threshold of

25%

Adding heilght—-to-width ratic .nd s12e constraints to the

rectangle finding strategu resuliac in g shutter 1dentification

procedure Figure & shows those 1m e regions that were labeled as
sgutters fhese reqgions have a ho.ght-to-width ratin greater than
3, a3 deviation ¥from rectangularity ! no mere than &5%, and an area
ot at least 20 pixels (assumew o rertain scale) IFigqure 7 shows
1ma3e redions that were seiected L. nd on the height-to-width ratio
canstrant alone
The parameters {for the shatley 1dentifrcation procedure were
3% 30 as to qive goud rtesults v the 1mages uhder ceonsideration
The s122 constraint helps to eliminate émé}l reqione that really

have nec significance 1n  the i1nterpretation. However. 1in images

whers» 3 house 1o located far fram the camera, the shutters will

-

appes- imatll and the procedure wril {ait to label them correctly

Ais0 the strategy iz likely to confu,e doors, windows, and shutters

iy

sin:e these wvbjects hao~ idmilar shipes and suiles

fatloring thoe hetght-to-w:dih rvatio ra the object Dbeing

Fearohad for o might eiraiminate cowe ot the confusion Shilters and
donr . arten exhibirt high contract  weth vespect to house wall;
parioaps this infocrmation  cooa wine be emploued. Finaliy., eome

ER RSN Aave  nat baon rercanilved  bhecause Fhe seqmentation

VIR TH 41N 1 o 2T e

T TN Y SN 8 -
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Figure 8. House wall regions from shutter surround.
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grocesses  hawve divided them into two or more reaglons that are less
rectangular Impraoving the resovits af the segmentatiuvn prucesses,
possibly  through a merging procceos, would likely vield better

parfaormancas

T 5 INFERENCING USING SPATIAl KELATIONG

Within the domain of house <Stunes. shutters, windows., and
14973 <an serve as landmarks tor jocating a house A house 15 a
structure; 1ts subparts are ob ject. that exhibit certain typical
spati1al relatione (e g. windowe Ffall between chuttera). (ee
LWEYBL1] 1+ The loration of an identified object tthe landmark)
togerther with some  spatial relaiion allows the interence of the
location nf another object [LGAR /04 For examplie. shutters are
ysualily syrrnynded t ‘he spatial relation) by houvuce watl ilouse
wall can te identi1fied by finding o shubtter region  tthe tandmark)
and then labeling those regiuns that syrrcund *the shuttery 'his i

the same (dea trat was wused to tdentify 'howse-part' regirons 1n tha

regian Lempltacarna eyampile tecorabed carlaer intormation 3abput the
structure ot objects o 0 the relations bhehyeen ob jerts and abgjent
suannarts 13 curyent o et oantag ovariogs strotenqro Wnrd 14 n
grogress to develop 3 conc g chent. ctruyctured databas. that wiil
ES e T provide thi Cgpe ofF nijormation Yo the strarcqies that
fao .

Pargur o 4 s hows R Teanlh, o Finding snotters and  then
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labeling meighboring regions as "house-part. " Since the strategy 1is
based solely on spatial relations. chadowed and un;hadowed regions
alike are labeled as "house-part"”, even though they differ greatly
in their spectral attributes fthis behavior can result in
incorrect labefings when parts of the house are occluded. For
example. a tree in fraont of the houvce might have parts located in
proximity to the shutters and be labeled as "house-part." Also, the
segmentation processes often produce small, thin harizontal or
vertical regions that surround the shutter region:. These are the
regions that are located by the strategqy, while other larger, more

significant regions are missed

Expanding the neighbor idea to include ‘'"nearby" regions as
well as those that are stractly adjacent might produce better
rezults. Alsa, the merging and high contrast ideas mentioned 1n
the previous section are applicatbtle in this case, too. Finally,
much work remains to be donme in  capturing the spatial relations
that commonly occur between objects in natural scenes and

structuring them for use by the interpretation strategies

I1. &6 INFERENCING USING SIZE RIL_ATIONS

The ziz92% of objects tend to vary a great dea., oven within a

single object class. This wvarirahilituy makes 1t difficult to

chararterize an object cleass based solely on size 1in absolute

terms Instead an object 1s often described or recognized in terms
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of 1ts si1ze relative to the size of some other object For
example, the actual height of a person is often less i1mportant than
the relationship between the person’s height and the heights of
other people or objects in the environment. this observetion
suggests that object recognition can be based in part on relcfive

s11e relations

Given the ability to 1identify some object with rTeasonable
accuracy, that object’s size can be uysed to predict si17es for other
ob jects that are located nearby i1n the scene. the relation of the
reglan size to the ob, ject size can also provide some information

about distance, eleva.ion, and the perspective transformation

Several tools were developed to investigate the wuse of <i1e
relations in image interpretation An object si:e database was
built; it contains the expected sirze ranges for the heights and
widths of commonly occurring objecte A perspective module relates
the camera model and 1mage regirons to real world suy face
characteristics such as orientation, vange, elevation, height, and
width. A strategy that uses both these tools was developed. The
strategqy consisted of labeling some region based on other features
such as color and shape and then aciessing the ob)ect size database
to find the expected dimensions f{or the object label assigned to
the region. These dimensions were passed to the perspective module

which calculated the range and elevation of the object
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The strategy did not work well One preblenm was the basic
irability to label any rvegion with areat accuracy. Ancther was the

variability of expected dimensions <tored as ranges of values 1in

tha object size dJatabase. 1t wias unclear whether to use the
minimum value. the maximum valve, tie mean value, or scmething
else. Alsao. the perspective moiltule requires a camera model and
these details were only available fuyr one image. The perspective

module has never been extensively tested, so the validity of the
values 1t returned were usualily In question. For these reasons,

the sftrategy was not included in *he interpretation process

£

5 further evidence of the difficulties invalved 1n usung
object =zize information in i1nterpretation, the sizes of house and
shutter were compared i1n the four ymiges. Two different measures
nf hnouse slze were used: the gvea of the rectangle that bounded

those regions labeied as "house-part" and the summed areas of those

same Tegions. The area of the shutter was simply the area of the
shutter region The ratios of house to shutter are presented in
Table I The wvariability exhibited precludes the reliable use of
s1ze relations in ob:rct recognition in this context. Furthermore,

problems with seamentation errors and ccclusion make the recovery

G¥ accurate si1ze information very daifFicult

ihe processes that develop the 1mage segmentation and the

strategias  for object recaumition muszt be improved before object

s112 ralations can be etfectively exploited in image

oy

v
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1
Table II ‘
. i
Ratios of House Area to Shutter Area
it
. ! r i -
" Image 1 Image 2 Image 3 * Image !
i
i + - R
.- }
J Object Extents 324:1 270:1 327:1 : Hle:]
. ,
if '
h- ’
N 4 1
Region Areas 60:1 82:1 66:1 | 8:1
|
! L ! -
B 1
:

Expected Area Ratio = 139:1

(based on stored values for expected heights and widths)

;
|
!
!
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' interpretation. Some method of determining the camera parameters
would be helpful. Even when strateqies for wusing size Telations

have been dJdeveloped they most likcly will be used only as a means

aof veritying hypotheses formulated by other strateqgies

ITT COMBINING THE STRATEGIEG: INTERPRETATION

iha strategies outlined above vely on color., size, shape, and
‘ lozati1on features to identify objects in a scene. Combining these
strategies with a simple blackboard tike hypothesis space [ERMBOI

and a scheme for conflict resolutron based on strategy reliability

yields a fairly powerful image interpretation system Processing
a
’ 1« seri1al, control is hardwired, &nd all thresholds and parameters
ares set automatically.
’ "ha interpretation process proceeds as follows The
segqmentation routines produce a et of labels that divides the
* 1m33#2 1nte reqgions. After 1nitialising the hypothesis space and a

fww parameterc, the system extracts features for every region.

storing the calculat:d values 1n arroys that can be accessed by

nther procedures. (ihe values are also stored by region 1n the
hypothesis space. Eaeh procescs/vtrategy invocation adds new
nypotheses tn the space }? Next, spectral attribute matching is

b performed and the resulting hypotheces filtered after locating the

appros«imate bounds of s3ky and ground. Ob ject exemplars are chosen

based on +*he preceding results and wuvsed to carry out Tregion
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templating. Next a simple foliaye f{inder locates regions likely te
represent foliage by thresholding saturation valves. The suystem
then tries to locate shuttaors based on  rectangularity.
height-—-to-width ratio, and significant size. I# shutters are
found, the surrounding regions are hypothesized to repres..i house
wall (or windows). One of the surrocunding regions 1s chosen as  an
exemplar of house wall and other wall regilons located using region
templating. The ronof is ididentified wusing expectations about
rawblue and saturation values and size. I“inally, regions are
grouped by object type and conflicts resolved based on the
reliability of the —rprocesses that generated the hypotheses

involved.

The results of applying thirs cystem to the four images are
shown in Figures 9-12. l.abels have been compressed 1nto foliage:
house—part, grass, sky, road In general, the system performs
well. Sky. grass, and folaiage regions are labeled accurately
Most of the ﬁouse has been rocoquized There are many osmall
mistakes: house shadow is labeled as foliiage. =wome tree highlight
and sky regions are labeled as kouse, and so on Lome reglons are

not labeled at all

What can be done to i1mprove the results? Manu suggestions for
improving the individual strateqies have been outlined in the

previocus sections. Other stratoegies need to be developed,

especially in the areas of space and size relatians. As these new
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Piaurce 9 Froaure 1o

Firoaure 11 Figure 12

Piare s - 120 Interpretation results for Images 1-4.  labels in
ordor of decreasinag brightness: sky, house, tfoliage,
aqrass, road, unknown. (Some labels may be diftficult

to distinguish due to flaws in reproduction.)

g
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{
7 strategie~ are included control wil! become more 1mportant. The
! L system must wmove from a fixed conlro) flow to a {lexaible control
‘ avchitesture that can decide where io focus the system s attention
and which strateqies to apply L k2a) [WEYB2) Finally., many more
. experiments must be designed and Tu-. 1n di1fferent domains and on
difterent images. The result: oi these e«pevimentsy will provide
_% tne best suggestions for designinag new  strategiec  and improving
; ! those already 1n use
=
i
|- v CONCLUSTONS
#
;g' txrperience with the simple sy temn described above and 1ts
% perrormance on  several 1tmages provides come insights 1nto the
nrocecs of image :nterpretation The most obvious of these 1s that

, any 1mage 1nterpretation system gmust i1ncorporate a great deal of
krowledge This knowledge base must 1nclude i1nformation about the
i entities and relations that can and do occur in static i1mages of
nUtgagor scenes:, structured so0 tnat it can be efficiently accessed
and wpdated by %the system The complexity of this information and

the structure inherent 317 the world of outdoor srenes suggest a

representation composed of different levels of abstraction, ramging

from .1wple edge elements "up to more abstract schemas (structures
i that vy OT aggregate  krowledge about  scenes  and  theavw
i
! con:trtuent objects and relabtions: ruture research will help to

snftcate  the point at which vuch knowledge nhaould move From the

daciarative {a Q. abject descriptaons) to +*he prvocedural (e g. 3
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processea: that 1dentity ol

zonszistart represenfation are

iha experiments descraibe

the wtility of four types

location--1in objyect 1dentification.

ject s t.¥tories to deveiop a8 robust,

currently underway TWESBIb ]

d 1n this paper have also demonstrated

of features--s1ze, shape, color, and

teatures of these tupes can te

vred 1n & knowledge base to des.vibhe objects and 1n procedures that

Lnn lemear,
N LCeres Further

fimmr-grained strategies and

i
~

er -et of objectis.
finally, the workings ot

s3hown that features ang r

having been 1ncorporated with

vevirilcation strategies: d

interpratation system Vartety e the key word.

strategies AT ¢ QETOTr-pTrung,

301t of Sueeg s

generallu-applicable stratevgies for

researnrch twill be

strategiss must « capete, cuoperate, and

recoqnizing objects

aimed at developing

featueveo to be used n identiriying a

the simple interpretation system have
alatione hecome most 1mportant atter
1in a warwety of inenti1fication  and
veerviptionns atone do not constitute an
Gince all of the

redundancy 15 required to schileve any

interact

Tne strateqglezs prezented ave sSrmpie  and  strenathened by
- .eour oassompitions ans ot cach stvateay szerems fairiy powertul and
TGiig Foture wor e v daiffever: domains will test the vatidituy of
Lo Vo

Gtratagqies ars control mecnanioems They currespond roughtu to

A gt bt e

Ly

s gra ol
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.

the coordinated application of krnowledge sources 1t & Hearsay

1 - architecture [(ERMBOI, to meta-rules [DAV/?1 or control rules
1 [AIKBO1 in a production szystem, to the processes artached to trames
% [MIN7S1. While some commitments have been made +to 1ncorporating
3 both bottom—up and top--down procesting and pavallel techn.. ues for
. employing alternative models , much work remains to be done n
i choesing or developing an architecture of control that is powerful

; enough to guide the 1interpretation process and handle such problems
; as ftocus of attention, inferend aing. and contlict resolution
[HAY77)
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